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Workshop Agenda

2008 ECHO Workshop
January 29 - 31, 2008
Riverdale, MD




Overview

B Day 1 (Tuesday, January 29%h)
> Registration 8:00am - 8:30am
> Morning Session 8:30am - 11:45am
» Afternoon Session 1:00pm - 5:00pm
B Day 2 (Wednesday, January 30™)
» Morning Session 8:30am - 11:45am
» Afternoon Session 1:00pm - 5:30pm
H Day 3 (Thursday, January 31st)
> Morning Session 8:30am - 12:00pm




Day One - Morning

H 8:00 - 8:30

H 8:30 - 8:35

H 8:35 - 8:45

H 8:45 - 9:30

H 9:30 - 9:50

H 9:50 - 10:00

B 10:00 - 10:15
B 10:15 - 10:45
B 10:45 - 10:55
Hm 10:55 - 11:10
M 11:10-11:45
Hm11:45 - 1:00

Registration

Welcome

Workshop Overview

ECHO 10.0 "At a Glance”
WIST 10.0 "At a Glance”
ECHO Website

Break

Evolution

ECHO Operations Overview
ECHO Systems Overview
ECHO 10.0 End-To-End Testing & Release
Lunch




Day One - Afternoon

m1:00-1:30
W 1:30 - 2:00
H 2:00 - 2:45
H 2:45 - 3:00
m 3:00 - 3:30
H 3:30 - 4:00
H 4:00 - 5:00

H 6:00

AQUA - Automated Query & Access Services
WECHO Presentation

ECHO 10.0 API Usage

Break

ECHO Extended Services

UAH Web Services and ECHO

Open Discussion

Group Dinner




Day Two - Morning

H 9:00 - 10:00
H 10:00 - 11:00
W 11:00-11:15
H11:15-11:45
m11:45 - 1:00

H 9:00 - 10:20
H 10:20 - 11:00
m11:00-11:15
Hm11:15-11:45
H11:45 - 1:00

(Client, Data, & Service Partners)

AQL Overview & Query Optimization
Creating ECHO Forms
Break
PUMP Basic Overview
Lunch
- OR -

(User Services)
PUMP Detailed Overview
WIST vs. EDG Comparison
Break
User Services & ECHO OPS Support Plan
Lunch




Day Two - Afternoon

(All Workshop Participants)
H1:00 - 1:45 Data Access and Order Management
H 1:45 - 2:30 ECHO 10.0 Data Model
H 2:30 - 2:45 Break
H 2:45 - 3:30 Interacting with ECHO 10.0 Ingest
W 3:30 - 3:45 EIAT Overview
H 3:45 - 4:00 Break
B 4:00 - 4:30 LPDAAC ECHO Forms
B 4:30 - 4:45 LARC_ASDC Presentation
B 4:45 - 5:30 Discussion of "Parking Lot” Issues




Day Three - Morning

B 9:00 - 10:00 Panel Discussion - Future of ECHO

B 10:00 - 12:00 Hands On - Creating Google KML from ECHO
- OR -

B 10:00 - 11:00 Hands On - Using ECHO PUMP

M 11:00 - 12:00 Hands On - Creating ECHO Forms




Workshop Objectives

B Provide a forum in which to share your knowledge and experiences
with other ECHO partners and the ECHO team

B Inform you about what ECHO and WIST 10.0 will bring in 2008

H Enable you to
> Develop forms
> Develop clients in general
> Create linked services

> Execute efficient queries
B Show you our draft new website
B Inform you of current End To End testing plans and schedule

B Help you understand ECHO's role (as well as yours) within the
EMD Evolution plan

B Provide information regarding the EDG to WIST transition




One ECHO

B Since July 1, 2007, ECHO Operations and Development have
merged into one project

Cristina Bories
Project
Manager

Dan Matt Mark Michael
Pilone Cechini Solomon Burnett
DEV Lead OPS Lead WIST Lead Outreach

ECHO Systems Engineering

ECHO Test and Integration




ECHO 10.0 Highlights

B ECHO 10.0 Operational March 2008

B ECHO becomes the entry point for search and orders over NASA
Earth Science Data (and other non NASA providers)

B ECHO 10.0 main focus is the re write of ingest under a new
architecture that will allow horizontal and vertical scalability to
accept increased provider volume

B ECHO 10.0 completes all functionality required to assume
responsibility for user access validation




ECHO Workshop Overview

2008 ECHO Workshop
January 29 - 31, 2008
Riverdale, MD




B Facility Overview
H Workshop Overview
B Agenda Overview




Facility Overview

B Security Issues
» Badging will occur each morning in the auditorium lobby
» Workshop badges must be warn at all times within the facility

» You may leave your badge at the registration desk when you leave
* This is only so that you and we don't have to worry about hand writing badges

» Entrance into a Raytheon work area will require a Raytheon escort
* Raytheon employees: Matt Cechini, Alex Lai, Frank Corprew, or Cristina Bories
B Parking
> Please park in unmarked spots to avoid being fowed
> No visitor parking registration is needed




Facility Overview

B Entering & Exiting

> Rear entrance is closest to the
auditorium

> Perimeter doors are not secure

» Do not exit through the auditorium
rear emergency doors

B Restrooms
> Located near the 2" floor front
entrance, left of the double doors
B In Case of Emergency

> Please exit through the rear doors
of the auditorium and proceed
down the rear stairwell

Main Auditorium

Conference
Room

)

<:I Raytheon Work Area E>

&

L

Stairs I

Front Entranceﬁ




Workshop Overview

B Food & Drink
» Hot and cold drinks and snack foods are available in the auditorium lobby

B Breaks & Lunches

» Periodic breaks will be given during the workshop

> Lunch will not be provided at the workshop
* A list of nearby restaurants is included in the workshop materials.
* Ad hoc carpooling with local attendees is encouraged

» A map and sign-up sheet will be given for tonight's group dinner.
B Wireless Access

> Access to the wireless network will require Raytheon RSA fob or Visitor
Access Gateway (VAG) account.
* No 3rd Party Application required
+ VAG accounts will be given out during the first break




Workshop Overview

H Teleconferencing

> The main ECHO fteleconference number will be used for individuals joining
remotely.

> A separate teleconference number will be used for the User Services
breakout session on the morning of Day 2.
B Discussions
> Issues will be recorded for the open discussion forum

» Breakout groups are encouraged during the workshop.
* Adjacent rooms or lobby may be used
* Please be sure to not distract those listening to the main presentation

» ECHO Team members will be available before and after the workshop




Agenda Overview

» Morning - General ECHO Topics

> Afternoon - 2006 Access Clients, API Overview, and Extended Services
B Day 2

> Doors open at 8:00

» Morning - Users Services or AQL and ECHO Forms Specification

» Afternoon -10.0 Data Model, Ingest, and Data Partner Presentations
H Day 3

> Doors open at 8:00

> Panel Discussion

» Hands On Workshops (Choose one)
1. Creating Google KML from ECHO
2. Using ECHO PUMP and Creating ECHO Forms

ECH

M







ECHO 10.0 Overview
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B Overview

B Ingest

B User Profile Changes

B Catalog and Query Changes




ECHO 10.0 Overview

B ECHO 10.0 is largely focused on Ingest
» Ingest was rewritten to address scalability and maintenance goals
B User Profile extended to support additional ECS fields

» With the EDG to WIST transition ECHO 10.0 User Profiles were
expanded to support key ECS fields

» PUMP was updated to handle the additional fields

B Query was expanded to support multiorbit and partial orbit data
searching

B Collection Version ID was changed to be an alphanumeric string
B Security was increased system-wide

ECHO

M




ECHO 10.0 Overview (cont.)

B ECHO 10.0 is fully backward compatible with the ECHO 9.0 Web
Service API

» User Profile changes are defaulted or remove appropriately (see User
Profile slide for more information)

B The new Ingest 10.0 is significantly stricter in terms of
validation and new data constraints have been applied to the DB
tables

> Expect better rejection of invalid data

> Legacy provider data has been tested extensively but there are still
opportunities to reject data previously accepted







B Ingest has been redesigned:
> Runs as a daemon
> Separated from the DB
> One instance for all providers

B The basic concept of Ingest is unchanged:

> Provider configurations are specified in an XML file

> The configurations indicate input directories o watch for incoming
> Ingest validates, converts, and inserts the data into the DB

» Ingest generates and distributes results in an XML report.

ECHO

it



Ingest Data Formats

B Ingest 10.0 supports a number of different data formats
» ECHO 10.0 Schema based XML format (this is the preferred format)
> ECHO 8.0/9.0 DTD Based XML format
> 7.20 and 7.21 BMGT DTD format

B Ingest does not support the ECHO 7.0 or prior DTD formats

B Ingest is backwards compatible with Ingest 9.0 and will adapt
previous legacy data to the 10.0 format on a per provider basis
(more on this in a minute)

B Data files can be sent to Ingest individually as with previous
versions or zipped intfo Ingest Packages.




Provider Adapting

:> { | o

»DTD Based »10.0 Schema
Metadata »Provider specific based Metadata

adapting
specn‘ced in the
config.xml file

B Ingest supports several different provider adapters

» Configure the appropriate adapter for legacy data in the
config.xml file (BMGT, ECHO8, NSIDC, ECHO10)

> Some adapters require specific values such as Dataset
IDs to be configured properly - see the Ingest manual

> It is possible for a file to pass provider DTD validation
but fail 10.0 Schema validation - the schema is a stricter
check.




File Processing

B Delivery mechanism is specified on a per provider basis

B Ingest supports two delivery mechanisms
> Single file delivery

* Legacy delivery mechanism where individual Metadata (XML) or image files are
placed into the monitored directory

> Package delivery

* New in Ingest 10.0 and supports automated sequencing, compression, and atomic
execution

* BMGT has explicitly requested that an entire package be rejected if a single
file in the package fails validation. This only applies to BMGT configured
providers.




Single File Delivery

B Individual Metadata (XML) files are automatically grouped
info Jobs

> Files are monitored for modifications to determine when
the file is complete*

> All completed files are grouped together to form a Job and
Ingest will begin processing

» Jobs will automatically be assigned a sequence number to ensure they
execute in the order the files were detected

» Images (Browse) are delivered as individual images as before

> Files must be delivered sequentially by the provider for Ingest to
process them in the correct order.




Package Delivery

B A single zipped archive of Metadata (XML) files and their
manifest are treated as a Job

» Metadata (XML) files may be zipped along with an XML
manifest file and delivered as a group to Ingest

» Each package can have a sequence number in the manifest to ensure
sequential execution regardless of delivery order

» Images (Browse) are still delivered as separate files

> Missing packages (sequence numbers) will cause subsequent jobs to queue
up. An empty package with the appropriate sequence number can be used
to skip a sequence number

> See the Manifest Schema HTML documentation for structure and
content information




Reporting

B Ingest generates an XML report for every job,
regardless of how the job completed (success, failure,
deletion, etc)

B Reports are generated into a job specific directory named with
the unique ID of the job

B Ingest can copy the report XML into any number of configurable
directories. Once copied, Ingest will forget about the copied

file.
B Reports can be large and are intended to be machine readable.
> They will not be emailed with job status messages

B See the Report Schema documentation for structure and content
information




Browse Changes

B The browse lifecycle has changed with Ingest 10.0
> Browse have an independent lifecycle

> Browse images have a unique ID

* The browse filename will be used for providers sending data in a
legacy format.

> Browse are associated with collections and granules through a browse /ink
> Browse links are specified with the collection or granule metadata
> Deleting a browse will cascade to delete any links to that browse

» Deleting a collection or granule will cascade to delete any links to browse
- it will not delete the actual browse.




Partial Updates

B Legacy providers can continue to send partial updates as before.
B ECHO 10.0 formatted partial updates require updating a block of
data at a time

> For example, all attributes of a measured parameter must be specified
for a partial update.




User Profile Changes




User Profile Changes

B ECHO 10.0's User Profile capabilities have been expanded to
include some key ECS User Profile fields

» Creation Date

> Title

> Middle Initial

> Billing/Shipping Title and Middle Initial

> Affiliation -
> Primary Area of Study 'fl.l
> User Type (EMS specified list)
B ECHO 10.0 supports the ECHO 9.0 UserService and will default
required fields

B The three digit country code restriction has been removed and
full country names are supported

ECHO
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PUMP User Profile Support

B PUMP has been updated to
support the additional User I ——
Profile fields o

I«
? ECHO )
1

Earth Observing System Clearinghoyse

B PUMP has full user creation and
maintenance capabilities

> ECHO Administrators can create,
view, delete, and update all
accounts

> Users can view and update their
owh accounts

» Providers cannot manipulate user
accounts

B PUMP supports user Preferences

ECHO
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Extended Services Registration Tool (ESRT)

B The ESRT uses the ECHO 9.0 API and is unaffected by the User
Profile changes

B No additional capabilities were added to the ESRT.




Catalog Query Changes




Multi and Partial Orbit Support

B ECHO AQL now supports Multi and Partial Orbit querying of
granule data

» Only NSIDC data contains orbit number information at this time

» Partial orbits will be rounded up to the next largest integer orbit

» Multi/Partial Orbit search is slower than normal orbital queries

> All granules in a collection must have the same number of orbits

» Currently all Operational and Test data only have single orbit granules




Ingest Driven Changes

B The query execution engine was updated to accommodate the
underlying table changes required by Ingest 10.0

B Several specific AQL queries have been optimized to provide
better performance. The specific queries and how to structure
your AQL to take advantage of these improvements will be
discussed in another presentation.




Alphanumeric Version IDs

B Prior to ECHO 10.0 Version IDs were integer fields

B To accommodate requests for “2.1", 3a"”, "v6.0" style versioning,
VersionID was changed to be an alphanumeric value

B It was defined as PCDATA in ECHO DTDs so there is no
syntactic APT change, however you should now expect
alphanumeric values in results







WIST 9.1/10.0 Overview
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B WIST 10.0 Software Architecture Changes
B WIST 10.0 Dynamic Forms Efforts

B WIST 9.0 vs. 10.0 Order Options

B WIST 10.0 User Profile Changes

B WIST 10.0 User Preferences Changes

B WIST 10.x Specialized Components
B Questions?




WIST 10.0 Software Architecture Changes

B When the user clicks on Choose Options they now go to a java
script page
> This allows the user to dynamically manipulate items on the page
B Full support of ECHO Forms Specification
» Dynamic forms allows options to be displayed based upon user selections
> Multiple order options can now be combined into a single ECHO form

» When the user submits the form the order option selection is populated
and sent to ECHO as before




WIST 10.0 Dynamic Forms Efforts

B WIST Dynamic Forms and EWOC

> Facilitates the creation of ECHO forms to submit orders to the ECS
Ordering Component (EWOC) in support of ECS 7.2x

> Supports UAH Subsetting and ASTER On-Demand Processing

> Received very useful feedback from ECS DAACs forms developers
B Changes to the specification

> Remove repeat functionality

> Force one-to-one mapping between UT and model elements

> Require qualified namespaces

» Clarify documentation for forms developers




WIST 100
WIST 9.0

Choose Ordering Options
SCIAST_L1A.003:651194
AST_09T

O Specification
Media Type FtpPull
AST_04T Media Format FILEFORMAT
Pricing Info: $30/aranule FTP, $91/granuls DVD Processing Options Native Granule
Options: (required) [ FinPull FILE FORM

Directions: Salect a single valus

Choose Ordering Options

|choose one... - | DD RockRidge Native Granule

| Subsetting Options D Cptions
Location: 198.118.202.158:15050
Granule_size: 116.310000 Location 198.118.202.158:15050
‘Aerosals: (required) Granule_size 116.310000
Directions: Select a singls valus, Aerosols : Climatology [ (Required)

Column Ozone: (required) [ . QZ2DAILY - NCEP TOVS Daily Ozone
| OEZDRILY - NCEP TOVS Daily Ozone Climatology

|climatology ¥

Directions: Salect a singls valus |
Long Mame: ASTER On-Demand L2 Surface Radiance TIR
Product Name: ST _09T Column Czone (Required)
Ti | Long Name ASTER On-Demand L2 Surface Radiance TIR
| GDASOZFH - NOAA/NCEP GDAS model, 6h, 1 deg ¥

GDASOZFH - NOAWNCEP GDAS modsl, 6h, 1 geg
Climatology

Directions: Salect a singls valus

& Apply these order options (if to all granul ity In my shopping cart for data set:

ASTER L1A Unp Data V003,

© Save these order optlons as my order preference & apply them (If o all granul . Temp F
for data set: ASTER L1A p Data V003, Product Name AST 09T
< Apply these order oplions to just this em. =

{Required)

= @ Apply these order oplions (if applicable) to all g I tly in my shopping can for data set:
[ Ne Step | ASTERL1A d Data V003,

CSave these order oplions as my order preference & apply them (if applicable) to all granules currently in my
shopping cart for data set: ASTER L1A Ry d Un d Instn t Data V003,
C Apply these order oplions to just this item.

ECHO

>)))(((<




WIST 10.0 User Profile Changes

B Things that were added:
> User Profile is retrieved

from ECHO
> New fields:
Title
Middle Initial
5 Streets
Primary Study Area
EMS User Type
Opt-In Check Box
» User Profile is updated
in ECHO when the form

is submitted.

ECHO

M

User Profile
Change your Password

Your Contact Address:

ETERE walker Diive, Suite 200

City: (required)
|Greenbelt

Select USA State (USA only):
| = None
ALABLIMA

ALAGEL
AMERI EAN SAMDA

Zip/Postal Code {required for USA}:
20??0

Select Country: {required)

-- Hone

15( Name: (requwed
olomon

1 ernetE Mail A(I(Iress ({required)

| omon@eche nasa. gov

| Or Enter State/Province:

To enter a statefprovince, select None fram the
selection menu and enter state/province above.

M |

| ()l Enter Country:

Abu Dhabi Toentera couni'r'y, select Mone from the

Admiralty Islands
| Afghanlst,an |

Telephone: (reguired)
2405021160
Special Shipping Instruction

selection menu and enter country above.

Fax:
||301-474-5370

Shipping Address: Same as contact address {above)
Billing Address: Same as contact address {above)

Your Affiliation:

[ Change Shipping/Biling Address ]

4

\/User Type: irequired)
DA_TE STINGrUSER

Opt In (Allow information ermails from this sy

Update User Profile




WIST 10.0 User Preferences Changes

Alert from LARC:

This is the Beta version of WIST, which is still being

tested and debugged. Some search functionalit... <Edit Pr
mare

WIST +Comments, Ouestions, or Problems?*
echo | *User Support
Fowered by 2K | +Help for this page”

Search Results Granule List Folder Shopping Cart

B Things that were added: o

Flease fill outthe contact, shipping, and g information on the farm below, then click an the Go te Step 3: Review Order Summary Before Submitting Order button atthe bottom afthe
page. You can then review your order, and place it ifyou are satisfied

> Or‘der‘ for‘m is YuurContacfAddress: 2
populated from ECHO (&=

|[solomon@yta gsfe nasa gov

Street Address: (required)

.
> New f I e' ds : 7855 Walker Drive, Suite 200
1 [
1. Title e
.
2 M . d dl I . 1_- l vl ]  Sta nce;
s TpOp s e
. I e nl IG ALABAML | To enter a stateiprovince, select Mone from the

ALASKA | selection menu and enter statefprovince above.
AMERICAN SAMOA

3. NOTI fica‘l'ion Level P s e

0770
S

> User Preferences are - o —- - | —
Abu Dhabi To enter a country, select Mone fram the
Admiraley Islands selection menu and enter country above.

updated when the form is el
submitted s

1l |1g'|'t\'(illi'e'ss:'5':|-|'ne' as contact address {5Ii6§e)'
Billing Address: Same as contact address (above)

Change 5| /Biling Address

_;Catbuory: (eouifad).
MNotification Level:
| VERBDSE

[ Goto Step 3 Review Oider Summaiy Before Submiting Order
Subrrit Order Mow!




B We are adding support for
JazPanel that works with the
new ECHO Forms implementation

B We are adding support for
Latitude/Longitude bounding
box that works with the new
ECHO Forms implementation

Spatial: North latitude
Directions: Enter a range of latitudes [-30 south to 90 north] and I

longitudes [-180 west to 180 east]. Format as either DD DDDD or : .
DD MM S5, West longitude East longitude

South latitude

poslatiuce

B If additional specialized components are needed an enhancement
ECHO NCR can be opened.

M







ECHO Website Overhaul
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B Out with the old .. and in with the new
B Main Page
B Content Overview

> General Info

> Data Partners

> Client Partners

> Service Partners

» ECHO Systems
B Still Under Construction
B Comments and Reviews
B Questions?

ECHO
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@uodl withitine hddnew

+ Yisit MASA gov e .
+ Contact ECHO search... oo

Home
Welcome to the ECHO Community

Data Part The EOS ClearingHOuse (ECHO) supports efficient discovery and access to Earth Science
i BEamers data. It is a metadata clearinghouse and arder broker being built by MASA's Earth Science
+ Client Partners Data and Infarmation System (ESDIS).

+ About ECHO

+ Service Partners
New Users
+ ECHO Systems
Inthe ECHO community, Data Partners provide metadata to represent Earth Science data
haldings. Client Partners develop software applications to access the Earth Bcience metadata.
To search metadata in ECHO, please refer to one ofthe current ECHO Clients.
External Links

+\WIST News & Events

82272007

» ECHO ETC telecons are held Tuesdays @ 3:00PM EST
* The next ECHO telecon will be held on Tuesday, October 23rd @ 3:00PM EST.
= Meed to dial-in for this event? Contact ECHO Ops at echo@echonasa.goy

04/2507

ECHO Yersion 9.0 successfully deployed to Operations. Read about ECHO features &
functionality... [ more... ].

01/25/07

* Download 2007 ECHO Workshop Presentations. The workshop was held January
23-25, 2007,




Main Page

B Reorganized content

» Grouped by provider type
B Quick links

> NASA Home Page

» Contacting ECHO

» FAQ/Acronyms
B External Links

> WIST

NATIONAL AERONAUTICS

Home

+ About ECHO

+ Data Partners

+ Client Partners
+ Service Partners

+ Systems

External Links

+WIST

+ Wigit MASL gov

+ Contact ECHO search... % 00
N

Welcome to the ECHO Community

The EOS CleartingHOuse (ECHO) supponts efficient discovery and access to Earth Science
data. ltis a metadata clearinghouse and order broker being built by MNASA's Earth Science
Diata and Infarmation Systern (ESDIS).

New Users

In the ECHO community, Data Partners provide metadata to represent Earth Science data
holdings. Client Partners dewelop software applications to access the Earth Science metadata.
To search metadata in ECHO, please refer to one ofthe current ECHO Clients.

Hews & Events

82272007

& ECHO ETC telecans are held Tuesdays @ 3:00PM EST
® The next ECHO telecon will be held on Tuesday, October 23rd @ 3:00PM EST.
* PMeedto dial-in forthis event? Gontact ECHO Ops at echo@echo.nasa.qov

042507

ECHO Yersion 9.0 successfully deploved to Operations. Read about ECHO features &
functionality... [ more... ].

012507

* Download 2007 ECHO Warkshop Presentations. The workshop was held January
23-25, 2007,




Content Overview

B General Information Home
> Overview + About ECHO
> Contact ECHO ¥ Overview
» Calendar of Events Contact ECHO

. Calendar of Events
» Upcoming Releases ‘
Upcoming Releases

> Data Model Data Model

» Defect Tracking Defect Tracking
> FAQ/Acronyms ekl 2l

+ Data Partners
+ Client Partners

+ Service Partners

+ ECHO Systems




Content Overview

B Data Partners
> Overview
» Community
» Getting Started
» Publishing Data
> Fulfilling Orders
> Tools

Home

+ About ECHO

+ Data Partners
3y Overview
Community
Getting Started
Publishing Data
Fulfilling Orders
Tools

+ Client Partners
+ Service Partners

+ ECHO Systems




Content Overview

B Client Partners

> Overview

» Community

» Getting Started

» Search & Retrieval
» Ordering

» Services

> Tools

Home

+ About ECHO

+ Data Partners
+ Client Partners

3y Overview
Community
Getting Started
Search & Retrieval
Ordering

Services

Tools

+ Service Partners

+ ECHO Systems




Content Overview

B Service Partners
> Overview
» Community
» Getting Started
» Development
> Tools

Home

+ About ECHO

+ Data Partners

+ Client Partners

+ Service Partners
¥y Overview
Community
Getting Started

Development
Tools

+ ECHO Systems




Content Overview

B ECHO Systems
> Overview
> Operations
» Partner Test
> Alpha Testbed

Home

+ About ECHO

+ Data Partners

+ Client Partners

+ Service Partners
+ ECHO Systems

¥y Overview
Operations
Partner Test
Alpha Testhed




Still Under Construction

B Content
> Mostly taken from current website
» Creating and updating content for new fopic areas
» Focusing on new and current data providers to better meet needs

B Structure
» Searching and/or keywords may be removed
> Calendar of events may be reworked
> WIST link o be made more prominent




Reviews & Comments

H Available for your comments and suggestions!

http://www.echo.nasa.gov/echo-beta/index.htm
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Evolution for ECS DAACs

B Search and order support moves from ECS to ECHO
> ECS Release 7.21 will remove VO Gateway

> ECS Release 7.21 will remove SDSRV code and database support for
granule searches

> EDG client cannot be used with Release 7.21
B User registration support moves from ECS to ECHO

> ECS Release 7.21 will remove MSS User Profile Server and use of
MSS database user profile tables

» SMC User Profile database will be phased out




Evolution for VO Data Providers

B EDG / VO search and order moves to WIST / ECHO
B EDG usage is phased out

B EDG Valids server support ends

B SMC User Registration support ends




Data Centers in

relation to EDG and ECHO

Data Center

Data System

EDG Provider

ECHO Data Partner

NSIDC

ECS

yes

yes

VO

yes

LPDAAC

ECS

yes

yes

Landsat

In progress

VO

No longer

ECS

yes

yes

LaTIS (incl. VO)

yes

In progress

ANGe

In progress

GDAAC

S4PA

yes

ASF

VO

yes

ORNL

VO

yes

GHRC

VO

In progress

IRE RAS - CPSSI

VO

In progress

JPL

VO

P.O. DAAC

yes

LAADS

yes

SEDAC

Yes

E CH 0 ISA-MEIDA

In progress

M




Moving from EDG / VO to WIST / ECHO

B All Data Center data holdings must be maintained in ECHO
and must be reconciled

B ECHO Client (WIST 10) and ECHO 10 must be fully
operational

B Interface between ECHO and Data Center ordering system
must be operational

> EWOC for ECS Data Centers

B EMS must be able to capture search and order metrics from
WIST/ ECHO

B End users must be migrated from EDG to WIST




Phased acproach for user migration from

B Advertise upcoming migration to user community
B Begin migration after ECHO 10 / WIST 10

> Better user experience (performance, features)
» Avoids ECHO 9 / ECHO 10 user account transition (user type, study
group)
B Begin Data Center user migration after Data Center

“certification” of its data holdings in ECHO
B Migrate users in phases
B Provide two grace periods for each migration phase

B Measure and tune ECHO and WIST performance after each
phase

B Respond to usability feedback after each phase

ECHO
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Phased acproach for user migration from

B User Notification

> Notify all users at all EDG instances (including guest users); advertise
dates for removal of valids by Data Center

B Migration period (4-8 weeks)

> Self-service WIST account creation available via link from all EDG
iInstances

B Grace Period 1 (2-4 weeks):
> 7.20 in OPS (for ECS data centers)
> Data Center valids available in all EDG instances
B Grace Period 2 (2-4 weeks):
> 7.20 in OPS (for ECS data centers)
> Data Center valids removed from all EDG instances

> Restore Data Center valids at all EDG instances if WIST/ECHO problems
are found

B Install 7.21 in OPS after second grace period (ECS data centers)
» Fallback to EDG is not possible at this point

ECHO
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Phased ap pr'oach for user migration fr'om

.C— ] Y = UJ AL 4 -9 U

B All EDG instances are disabled some time (TBD) after user
migration activities have ended for all EDG data and all valids
are removed

» Support for Valids Server ends at this time
» Support for EDG user accounts at SMC ends at this time




User Profile and Accounts

B Self-service tool to create WIST account
> Available via link from EDG home page
» Automatically fills in EDG account information

> User verifies/corrects existing account information and adds ECHO-
specific information

» User chooses password, using WIST/ECHO password rules

» Tool will be available to end user community via link from all EDG
instances, when migration period begins

B Parallel user profiles at ECHO and at SMC

> After user creates WIST account

> User is responsible for updating both accounts - no automatic
synchronization

B Permissions (ACLs) for SMC users must be translated for ECHO
users

» Data Center works with ECHO Operations to define ACLs for
WIST/ECHO users

ECHO
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General Information

B ECHO Operations

» Email - echo@echo.nasa.gov
+ Seen by ECHO operations, development, and management
* Preferred over phone

» Phone - 240-542-1114
* Weekdays - 08:00-19:00 EST

B ECHO Technical Committee (ETC) Meetings
> All ECHO Partners (Data, Client, Service, & USWG) are invited to attend
» Agenda and minutes are sent to the echo-all@ mailing list

» When & Where?
* Tuesdays @ 3:00pm ET
+ 1-877-973-2179, Passcode: 770291




Mailing Lists

B ECHO Mailing Lists (..@echo.nasa.gov)
» Decommissioning ...@killians.gsfc.nasa.gov domain

> Distribution Lists

* All ECHO Partners should be members

+ ECHO-AIl - Used by ECHO Team to send general ECHO announcements

- ECHO-Status - Used by the ECHO Team to send system availability messages
> Collaboration Lists

- Membership based upon partner type

- ECHO-Client - Used as a forum for client partners

- ECHO-Data - Used as forum for data providers

- ECHO-Service - Used as a forum for service providers

+ ECHO-Testbed - Used as a forum for Alpha Testbed participants
> Notification Lists

« ECHO-Ingest: Used for automated Ingest notifications from Data Partners

ECHO
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Defect Tracking (1/2)

H TestTrack Pro
» Used to track potential issues and known bugs

> Terminology
* Trouble Ticket - An identified issue that requires further analysis
* NCR - An issue which has been investigated and found to be a 'bug’
> Two "Projects” are used to track issues
- ECHO_TTs - Partners submitted Trouble Tickets
- ECHO Ops NCRs - Known issues affecting the ECHO system
> Membership
* Email Name and Phone Number o ECHO Operations
» Web Client
* https://links.ecs.nasa.gov:20072/ttweb/login.htm
» Additional Information
* http://www.echo.nasa.gov/reference/reference_TTPro.shtml

ECHO
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Defect Tracking (1/2)

* A Trouble Ticket is submitted by a user.
TT (Open)

- ECHO Operations reviews and escalates TTs to NCRs weekly.

*The TT is marked as closed after escalation.
TT (Closed)

+ECHO team reviews current NCRs and assigns a priority weekly.
- If necessary, further investigation is done prior to making a decision.
* Top priority issues are assigned to a feam member for fixing.

NCR (Open) (s priority issues are deferred until a later date.

* After the NCR has been fixed by an ECHO team member, the NCR is marked as fixed.

* The submitter is notified that the NCR has been fixed.

* The submitter closes the NCR if they are able to verify that the problem has been resolved.
NCR (Closed)

ECHO
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Operational System (1/2)

B Overview
» Managed by the ECHO Operations Team

» Contains metadata for providers sending Operational data
* One ECHO provider for each Operational data partner
* Ongoing reconciliation is encouraged to ensure accurate holdings
> System Availability
* Monitored 24x7 / Supported 24x7
* Not including Preventative Maintenance & Scheduled Release Updates

» Questions & Comments - echo@echo.nasa.gov
B Access
» APT Docs - http://api.echo.nasa.gov/echo
» WSDL - http://api.echo.nasa.gov/echo-wsdl/v10/<ServiceEndpoint>.wsdl

» FTP - ingest.echo.nasa.gov
* Username and password coordinate with ECHO Operations

» WIST - http://wist.echo.nasa.gov/




B Current Holdings (Friday 1/25/2008)

Current as of: Fri Jan 25 13:15:14 EST 2008

Total Number Of Collections: 2941
Total Number Of Granules: 75004065
Total Number Of Browse Granules: 29717497

Provider Summary - To view Provider details, click on a Provider ID

Provider ID Collections Granules Browse

ASF 14 2701163 0 0
GSFCECS 0 ] u] 0
GSFCS4PA 6018316 2116106 6069300
JPL 36 165968 u] 165968
LAADS 38 16186207 6223308 11888490
LARC 13856385 3814139 653525
LARC ASDC 3000935 u] 0
LPDAAC ECS 23966831 10195180 1324333
NSIDC ECS 8870523 7248124 352087S
ORNL DAAC 115835 u] 115835
SEDAC lu] u] 0
SSC_SDp 87439 87437
USGS EROS 34463 34463




Partner Test (1/2)

B Overview
» Managed by the ECHO Operations Team

» Contains metadata from providers used for testing
* Multiple ECHO providers may exist for a single data partner
« Limited ingest capabilities due to storage and hardware
> System Availability
* Monitored 24x7 / Supported during normal business working hours
* Not including Preventative Maintenance & Scheduled Release Updates

» Questions & Comments - echo@echo.nasa.gov

B Access
> APT Docs - http://api-test.echo.nasa.gov/echo
> WSDL - http://api-test.echo.nasa.gov/echo-wsdl/v10/<ServiceEndpoint>.wsdl

» FTP - ingest-test.echo.nasa.gov
* Username and password coordinate with ECHO Operations

» WIST - http://wist.echo.nasa.gov/wist-bin/api-test/nph-ims.cgi/
ECHO
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B Current Holdings (Friday 1/25/2008)

Current as of: Fri Jan 25 10:21:54 EST 2008

Total Number Of Collections: 1833
Total Number Of Granules: £59586
Total Number Of Browse Granules: 25376

Provider Summary - To view Provider details, click on a Provider ID

Provider ID Collections Granules Browse Online
EMD TS2 2 210 124 0
GSFCS4PA 171 122679 7237 122804
LAADS S0 4994 421 3632
LANDSAT & 2574 2572 2574
LARC ASDC 28 40599 415 0
LARC TS1 255081 7312 3133
LPDAAC TS1 5053 2247 19
LPDAAC TS2 651 607 0
NSIDC TS1 11910 5041 0
ORNL TS1 115835 0 115835




Alpha Testbed (1/2)

B Overview

> Managed by the ECHO Development Team

> Release Version
« Contains current development release of next major ECHO Version
* Subject to change with limited notice

» Contains metadata from providers used for testing
* Multiple ECHO providers may exist for a single data partner
« Limited ingest capabilities due to storage and hardware
* Holdings may be dropped when a new version is released

» Access requires sighed Memorandum of Understanding

> System Availability
* Coordinated by ECHO Development Team

» Questions & Comments - testbedops@echo.nasa.gov

ECHO
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Alpha Testbed (2/2)

B Access
> More Information - http://www.echo.nasa.gov/development/devel_testbed.shtml
» API Docs - http://testbed.echo.nasa.gov/echo
> WSDL - http://testbed.echo.nasa.gov/echo-wsdl/v10/<ServiceEndpoint>.wsdl
» FTP - Coordinate with ECHO Development
» WIST - http://wist.echo.nasa.gov/wist-bin/testbed/nph-ims.cgi/
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ECHO 10.0 Release Timeline

Performance
Testing

End-To-End
Testing

10.0 Migration

10.0 Go Live

+ECHO Workload Specification Testing

-02/21/2008 - 03/07/2008
*Partner verification of ECHO 10.0 system

-03/10/2008 - 03/26/2008
+Parallel ingest during migration period

-03/26/2008

+ECHO 9.0 Ingest Shutdown

+ECHO 9.0 APT renamed to api-old.echo.nasa.gov
+ECHO 10.0 APT renamed to api.echo.nasa.gov

9.0
Decommission

-04/2008
+ECHO 9.0 APT Shutdown
*Migrate Partner Test to ECHO 10.0




ECHO 10.0 Release Timeline (2/2)

End-To-End
Testing

10.0 Migration

api-test.echo.nasa.gov

api-test.echo.nasa.gov

api-test.echo.nasa.gov

10.0 Go Live

9.0
Decommission

api-test.echo.nasa.gov

9.0 Partner Test

9.0 Partner Test

9.0 Partner Test

10.0 Partner Test

api.echo.nasa.gov api.echo.nasa.gov api.echo.nasa.gov
9.0 Operational 9.0 Operational 9.0 Operational

api-preview.echo.nasa.gov

api-old.echo.nasa.gov

9.0 Operational

10.0 E2E Testing

api-new.echo.nasa.gov

10.0 Operational

Available

api.echo.nasa.gov api.echo.nasa.gov
10.0 Operational 10.0 Operational




End-To-End Test Components

B Codebase

» ECHO 10.0 APT

* https://api-preview.echo.nasa.gov
* Backwards compatible o 9.0 API

> WIST 10.0
* Including support for Dynamic Forms
B Data Holdings

> Migrated copy of the Operational system database
- ~1 week old when testing begins

» Browse holdings not copied from Operational system

» Ingested browse available through http access (sirius.echo.nasa.gov/...)
B Test Tools

» EIAT available to monitor Ingest

» SOAPScope available for API testing

ECHO

M




End-To-End Testing (1/2)

B Test Coverage

» Ingest
+ Test all metadata actions (e.g. insert) for all metadata types (e.g. collection)

> Query
« Verify searches through migrated data are successful
- Verify newly ingested data is searchable

» Ordering
» Verify order fulfillment works with provider implementation
» Verify Online URLs are valid for providers not supporting ordering

B Test Dependencies
> Available testing resources (human & mode utilization) at provider
> Test data (ingest, ordering, queries) plan & exit criteria
> Firewall configurations (connecting to new system)

ECHO
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End-To-End Testing (2/2)

B Test Scheduling
» ECHO Operations will work with each provider to determine schedule

> All testing activities should be coordinated through ECHO OPS
« Reduce complications in sharing the system between providers

> The sooner, the better!

B Test Completion

» ECHO acceptance testing has been folded into performance & functional
testing

» ECHO will incorporate feedback from providers to make the
determination regarding going live

» All remaining issues will be logged as NCRs in TestTrack Pro




ECHO 10.0 Switchover

B Final Migration
> ECHO 10.0 System created (api-new)
» Verify firewall configurations

» Provider DB holdings migrated from 9.0 to 10.0 system
* One provider at a time

* Parallel ingest will be performed after provider's migration
* Ingest metadata should be sent to the current 9.0 endpoint
B "Go Live”
» ECHO 9.0 APT renamed to 'api-old.echo.nasa.gov’
» ECHO 10.0 APT renamed to 'api.echo.nasa.gov’
» ECHO 9.0 Ingest shutdown

B ECHO 9.0 Shutdown
» ECHO 9.0 System (api-old) shutdown, archived, and decommissioned

ECHO
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The AQUA ECHO Client:
Automated Query & Access Services

AQUA Personnel: _ Enabling decade-scale, repeatable,
Brian Wilson and Zhangfan Xing multi-instrument Climate Science

Jet Propulsion Laboratory using ECHO query & order entry. N‘(;;m



Two Simple Goals

'a Machine-callable, simple SOAP/REST service layer for

data query, order, and access
= Hide complexity of ECHO SOAP services and provider
constraints behind simple services that just work
= Automatically sequence the query & order of years of data,
with no human in the loop
= Asynchronous event notification when data orders are fulfilled

= Dynamic Client GUI in the browser (AJAX-style)
= Strictly layered on top of AQUA's SOAP/REST services
s Free-text metadata search to discover ECHO collections
= Pick one or more collections
= Query for granules that match a time/space region, or other
metadata constraints
Get URL'’s or order the data

Wilson & Xing AQUA Client Presentation at ECHO Workshop, Jan 29, 2008



Use Cases

"= Automate the guery & order of one year of MISR

MIL2ASAE L2 granules, ftp pull the data (for borgs)

= Time/space query for granule ID’s (single query works)

= Auto-divide large order into smaller orders

= Auto-process fulfillment emails from the providers to extract
URL’s (email also forwarded to user)

= Notify “user” (machine client) when a new batch of granule
URL'’s are available via an event callback

= Exploring the ECHO data collections (for humans)
= Free-text search of metadata to discover a list of collections
= Select a collection and read more about it
= Specify a time/space region using time slider and Google map
= Query for matching granules
= Examine metadata for first 100 granules (might include URL'’S)
= Retrieve metadata for next 100 granules if desired
= Grab URL’s for all granules, or order all granules

Wilson & Xing AQUA Client Presentation at ECHO Workshop, Jan 29, 2008 3 @/



AQUA Service Layers (I)

" u Java-based Layer-1 Services (wrap ECHO Services)

= Login(username, password), Logout(sessionToken)

= ListProviders, ListCollections

= GeoRegionQuery(token, dataCenterld, dataSetld,

startTime, endTime, latLonRectangle, iteratorSize, cursor)

RetrieveQueryResults(token, queryGuid, iteratorSize, cursor)
MetadataQuery (add more constraints), RawQuery (raw
IIMSAQL)

= GetOrderIinformation, Orderltems, OrderStatus

= Layer-2 Query & Order Services
= Similar to Layer-1 but only simple string & integer inputs for
iInteroperability (no complex types)
= Implemented in python
= Callable via REST or SOAP or python

Wilson & Xing AQUA Client Presentation at ECHO Workshop, Jan 29, 2008 4 @



AQUA Service Layers (II)

= Layer-2 “Generics” Services
= Text search of metadata to discover collections
= Extracted metadata from ECHO, will add GCMD
= Tried to do lookup using generic names for physical variables,
but taxonomies lacking (coarse granularity, incomplete)

= Layer-3 “Async Sequencing” for Query/Order Services
Huge Query: Divide into time segments (not usually needed)
Huge Order: Divide into batches
Retry on failure (ECHO, provider, or user are “down”)
Same exact call interfaces as Layer-2
Complexity hidden behind the scenes
Event Notification when results returned
Freeze & resume workflows (using SciFlo)
Also polling services: GetStatus(requestID), GetResults

Wilson & Xing AQUA Client Presentation at ECHO Workshop, Jan 29, 2008



Software Architecture (mixed)

= Layer-1 SOAP Services (wrapping ECHO)
= Java Tomcat server
= Apache Axis2 SOAP support
= For move to ECHO v10, only have to change this layer
= User information in mysqgl database

= Layer-2 Query & Order Services
= Python, SOAPpy module
= Apache web server exposes SOAP & REST services

= Layer-2 “Generic Search” Services
= Solr/lucene free-text search engine (open source)
= Entire interface is REST-based (populate metadata, search)
= Apache web server

= Layer-3 “Async Sequencing” Services
= Python, SOAP/REST, Apache web server

= Pending events/actions kept in persistent dictionary, Sleepycat
DBM file-based store (could be relational db) w
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~ Software Architecture (more)

"= Automated provider email processor

Wilson & Xing

Can process many email formats using regular expressions
Python (of course!)

Listener is twisted smtp server (open source)

Currently aqua@sciflo.|pl.nasa.gov (please, no spam)
Extracts URL'’s, and forwards email to user

AQUA Client Presentation at ECHO Workshop, Jan 29, 2008
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Performance Testing

= Time/Space Queries in ECHO

= Queries for various global and tropical regions. Average speed
IS in the range from 1 to 10 records/sec.

= Queries segmented in time (weeks or months) generally show
better robustness, but not necessarily better performance.

= Year-long and mission-long queries work, but time required to
retrieve all of granule metadata adds up.

= Queries near polar region may not work for rectangular box
(Oracle geodetic index issue).

= Large Order Entries
= Some providers seem to respond better than others.
= Large (unreasonable?) orders can trigger human inquiry.
= Possibly need machine-to-machine “warning” mechanism,;
e.g., I'm about to order year 2003 one week at a time..

Wilson & Xing AQUA Client Presentation at ECHO Workshop, Jan 29, 2008



Performance Testing (Il)

= Solr/lucene metadata search
= Solr/lucene free-text search is fast!
= Even looked at doing space/time search in lucene
= Need to optimize indices and hit ranking more

= Populate solar/lucene metadata (harvest text corpi)
= Harvesting collection (& some granule) metadata from ECHO
= Issue: Repeating harvest takes some time and loads ECHO,
so it won’t be done often.
= Plan to add text corpus from GCMD DIF documents

Wilson & Xing AQUA Client Presentation at ECHO Workshop, Jan 29, 2008



Sequencing Engine

= Email auto-processor

Python twisted smtp server receives emails with aqua address
Parse emails for status and URL's

Parsed emails generate “events” to wake up workflows
Non-parseable emails forwarded to human operator for action

= “Bulletproof” Event & Task Store on disk
= Contains eventlds we are waiting for, callback actions, & frozen
workflow documents.
= Persistent BSD DBM database (pluggable, could be relational db)
= Database snapshots and replication
= Auto-recovery if computer dies

= Declarative time segmentation (SciFlo iterators)
<timeRangelterator>
<start type="sf:ISODateTime">2003-01-03 00:00:00</start>
<end>2004-01-01 00:00:00</end>
<delta>1 week</delta>
</timeRangelterator>

Wilson & Xing AQUA Client Presentation at ECHO Workshop, Jan 29, 2008



Asynchronous Event Notification

= Internal to AQUA and SciFlo
Throw SOAP Faults to transition from sync. to asynchronous
Fault contains unique event ID for later callback
Using long HTTP timeouts for queries, but orders are async.
Orderltems returns orderlDs, use to poll OrderStatus

= External Users
= Can run simple (python) client to listen for event callbacks
= For SciFlo users, callback resumes execution of workflow doc.
= Othe